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Ferdinand Küsters, Markus G.-M. Ruppert, Stephan Trenn

Fachbereich Mathematik, Technische Universität Kaiserslautern, Postfach 3049, 67653 Kaiserslautern, Germany

Abstract

We study controllability of switched differential algebraic equations. We are able to establish a controllability char-
acterization where we assume that the switching signal is known. The characterization takes into account possible
jumps induced by the switches. It turns out that controllability not only depends on the actual switching sequence but
also on the duration between the switching times.
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1. Introduction

In this paper we study controllability of switched
differential-algebraic equations (switched DAEs) of the
form

Eσ ẋ = Aσ x+Bσ u, (1)

where σ : R → P for some parameter set P is a
piecewise-constant switching signal (in particular, we
assume that in each compact interval only finitely many
switches occur). This class of systems plays an impor-
tant role when modeling systems containing algebraic
constraints together with sudden structural changes (e.g.
electrical circuits), see [1]. We assume that the switch-
ing is given externally (e.g. induced by faults or coming
from an external switching rule), i.e. σ is given (and
known) and not available for control. Hence here we
view (1) as a special linear time-varying dynamical sys-
tem and adapt the well established notion of controlla-
bility in the behavioral sense.

In general, controllability is a fundamental system
property [2] concerned with the capability of influenc-
ing the system in a desired way through an appropriate
choice of the control u. Controllability of time-varying
linear DAEs has been studied for example in [3, 4, 5, 6],
but all these approaches assume smooth coefficient ma-
trices and are therefore not applicable to study switched
DAEs. Controllability of switched ordinary differential
equations (ODEs) is studied extensively in the litera-
ture, however most references view the switching signal
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as a control input, see e.g. [7] and the references therein.
There are surprisingly few references concerned with
the notion of controllability for a given switching sig-
nal; apparently, the only exception is [8], which focuses
on periodic switching signals. Hence a controllability
characterization for an external switching signal will
go beyond the state-of-the-art even for switched ODEs.
Some preliminary results concerning the controllabil-
ity of switched DAEs are presented in the conference
contribution [9]; unfortunately, this publications contain
some errors (in particular, the equivalence claimed in [9,
Prop. 3.1] is not correct, c.f. Remark 3.7).

It should also be noted that [7] presents some duality
between controllability and observability for switched
linear ODEs (were the switching signal is seen as an in-
put) and in the context of smoothly time-varying DAEs
duality of observability and controllability was studied
in [3]. It is not clear whether any reasonable duality
notion also holds for linear switched DAEs (1); in par-
ticular, the connection between the controllability char-
acterization presented here and the already known ob-
servability characterization for switched DAEs [10] is a
topic of future research.

Our main contribution is the controllability character-
ization for switched DAEs given in Theorem 3.10 which
heavily builds on the controllability characterization for
the single-switch case in Theorem 3.6. Mathematical
preliminaries like distributional solutions and controlla-
bility for non-switched DAEs are revisited in Section 2.

We use the following notation: The real and nat-
ural numbers are denoted by R and N, respectively.
The indicator function for some interval I ⊆ R is de-
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noted by 1I , i.e. 1I (t) = 1 if t ∈ I and zero oth-
erwise. The restriction of a function f : R → R to
some interval [a,b) ⊆ R is f[a,b) := 1[a,b) f ; this restric-
tion is also well defined for piecewise-smooth distri-
butions (see Section 2.3). The space 〈A,B〉 ⊆ Rn for
matrices A ∈ Rn×n, B ∈ Rn×m denotes the smallest A-
invariant subspace which contains imB, i.e. 〈A,B〉 =
im[B, AB, A2B, · · · , An−1B].

2. Mathematical preliminaries

2.1. Regular matrix pairs
Here we restrict our attention to the non-switched

DAE
Eẋ = Ax+Bu (2)

for matrices E,A ∈ Rn×n and B ∈ Rn×m with smooth
(i.e. arbitrarily often differentiable) solutions (x,u).
Note, that it is possible to define weaker notions of solu-
tions; however, we will consider distributional solutions
later on anyway which encompasses basically all other
possible solution concepts. For existence and unique-
ness of solutions regularity of the matrix pair (E,A) is
important:

Definition 2.1 (Regularity). A matrix pair (E,A) ∈
Rn×n×Rn×n is called regular if, and only if, det(sE−
A) is not the zero polynomial.

The following important well known characteriza-
tions for regularity hold (see e.g. [1, Thm. 6.3.2]).

Proposition 2.2 (Regularity characterizations). The fol-
lowing statements are equivalent:

(i) (E,A) is regular.

(ii) There exist invertible S,T ∈ Rn×n such that (E,A)
is transformed into a quasi-Weierstrass form
(QWF):

(SET,SAT ) =
([

I 0
0 N

]
,

[
J 0
0 I

])
(3)

where N is a nilpotent matrix.

(iii) The DAE Eẋ = Ax + Bu has a solution for all
smooth inputs u and each corresponding solution
is uniquely determined by the initial value x(0).

The transformation matrices S and T for obtaining
the QWF (3) can easily be calculated via the Wong-
sequences [11]:

V0 := Rn, Vi+1 := A−1(EVi), i = 0,1,2, . . . ,

W0 := {0}, Wi+1 := E−1(AWi), i = 0,1,2, . . . ,
(4)

where MS := { Mx | x ∈S } and M−1S :=
{ x |Mx ∈S } denote the image and preimage,
respectively, of S under the matrix M. It is easily
seen that these sequences of subspaces converge after
finitely many steps; denote these limits as

V ∗(E,A) :=
⋂
i∈N

Vi and W ∗
(E,A) :=

⋃
i∈N

Wi. (5)

Choosing full rank matrices V and W such that imV =
V ∗(E,A) and imW =W ∗

(E,A), the QWF can be obtained via
the transformation matrices [12]:

T = [V,W ] and S = [EV,AW ]−1.

The following “projectors” play an important role in the
analysis of switched DAEs and were first introduced in
[13].

Definition 2.3 (Consistency, differential, impulse pro-
jectors). Consider the regular matrix pair (E,A) with
QWF (3).

• The consistency projector is

Π(E,A) := T
[

I 0
0 0

]
T−1.

• The differential projector is

Π
diff
(E,A) := T

[
I 0
0 0

]
S.

• The impulse projector is

Π
imp
(E,A) := T

[
0 0
0 I

]
S.

In all three cases the block structure corresponds to the
block structure of the QWF. Furthermore let

Adiff := Π
diff
(E,A)A, E imp := Π

imp
(E,A)E,

Bdiff := Π
diff
(E,A)B, Bimp := Π

imp
(E,A)B.

Note that only the consistency projector is a projector
in the usual sense; the differential and impulse projec-
tors are not idempotent. Furthermore, the definitions do
not depend on the specific choice of the transformation
matrices S and T as it has been shown for the consis-
tency projector in [14, Section 4.2.2] and can be shown
analogously for differential and impulsive projector.

An important feature for DAEs is the so called con-
sistency space defined as follows:
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Definition 2.4 (Consistency space). Consider the DAE
(2), then the consistency space is{

x0 ∈ Rn

∣∣∣∣∣ ∃ smooth solution x of
Eẋ = Ax with x(0) = x0

}
and the augmented consistency space is{

x0 ∈ Rn

∣∣∣∣∣ ∃ smooth solution (x,u) of
Eẋ = Ax+Bu with x(0) = x0

}
.

Proposition 2.5 ([15]). Consider the DAE (2) then the
consistency space is V ∗(E,A) and the augmented consis-

tency space is V ∗
(E,A,B) := V ∗(E,A)⊕〈E

imp,Bimp〉.

2.2. Controllability of nonswitched DAEs
For DAEs (2) there are many different notions of

controllability, see e.g. the survey [16], here we will
only consider controllability in the behavioral sense (or
equivalently R-controllability):

Definition 2.6 (Controllability). The DAE (2) is called
controllable if, and only if, for all solutions (x1,u1) and
(x2,u2) of (2) there exists a solution (x12,u12) and T > 0
such that

(x12,u12)(−∞,0) = (x1,u1)(−∞,0),

(x12,u12)(T,∞) = (x2,u2)(T,∞).

The controllable subspace is

C(E,A,B) :=

{
x0 ∈ Rn

∣∣∣∣∣∃T > 0 ∃(x,u) smooth solution
of (2): x(0) = x0 ∧ x(T ) = 0

}
.

It is well known (see e.g. [16, Lem. 2.3]) that the con-
trollable space is equal to the reachable space, i.e.

C(E,A,B)=

{
x0 ∈ Rn

∣∣∣∣∣ ∃T > 0 ∃(x,u) smooth solution
of (2): x(0) = 0 ∧ x(T ) = x0

}
,

in particular, the controllable space is invariant with re-
spect to solutions of (2), i.e. for any solution (x,u) of (2)
with x(0) ∈ C(E,A,B) it follows that x(t) ∈ C(E,A,B) for all
t ∈ R. The following controllability characterizations
are also well known (for the specific formulation used
here, see [15, Cor. 4.5]).

Proposition 2.7. Consider the regular DAE (2) and the
notation from (5) and Definition 2.3.

(i) (2) is controllable if, and only if,

〈Adiff,Bdiff〉= V ∗(E,A).

(ii) The controllable space of (2) is given by

C(E,A,B) = 〈Adiff,Bdiff〉⊕〈E imp,Bimp〉.

In particular, the DAE is controllable if, and only if, the
controllable space equals the augmented consistency
space, i.e. C(E,A,B) = V ∗

(E,A,B). Furthermore, the char-
acterization does not depend on the time T , hence we
can replace “∃T > 0” by “∀T > 0” in the definition of
the controllable space.

Note that from AdiffΠimp = 0 it follows that C(E,A,B),
V ∗(E,A,B) and V ∗

(E,A,B) are all Adiff-invariant, in particular
for all t ∈ R

eAdifftM = M , M ∈
{

C(E,A,B),V
∗
(E,A,B),V

∗
(E,A,B)

}
.

For the analysis of controllability the following
Kalman controllability decomposition (KCD) is useful,
which utilizes the following subspace inclusions

〈Adiff,Bdiff〉 ⊆ imΠ
diff
(E,A) = V ∗(E,A),

〈E imp,Bimp〉 ⊆ imΠ
imp
(E,A) = W ∗

(E,A).

Proposition 2.8 (KCD, [15, Cor. 4.6]). Consider
a regular DAE (2) with the notation from (5) and
Definition 2.3. Choose full column rank matrices
V1,V2,W1,W2 as follows:

imV1 = 〈Adiff,Bdiff〉, imW1 = 〈E imp,Bimp〉
V ∗(E,A) = imV1⊕ imV2, W ∗

(E,A) = imW1⊕ imW2.

Then T = [[V1,W1], [V2,W2]] and S =
[[EV1,AW1], [EV2,AW2]]

−1 are invertible and trans-
form the DAE into a KCD:

(SET,SAT,SB) =
([

E11 E12
0 E22

]
,

[
A11 A12
0 A22

]
,

[
B1
0

])
,

where

(E11,A11,B1) =

([
I 0
0 N

]
,

[
J 0
0 I

]
,

[
BJ
BN

])
with nilpotent N and

C(E11,A11,B1) = Rrank[V1,W1], C(E22,A22,0) = {0},

i.e. the KCD decouples the DAE into a controllable and
a non-controllable part.
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2.3. Distributional solutions
The switched DAE (1) usually will not have classi-

cal solutions, because each mode of the switched DAE
given by the DAE Eiẋ = Aix+Biu might have different
(augmented) consistency spaces which enforce jumps in
the state-variable x. We therefore utilize the piecewise-
smooth distributional solution framework as introduced
in [14], i.e. x and u are vectors of piecewise-smooth dis-
tributions given by

DpwC ∞ :=

D = fD+ ∑
t∈T

Dt

∣∣∣∣∣∣∣
f ∈ C ∞

pw, T ⊆ R is

discrete,∀t∈T : Dt ∈
span{δt ,δ

′
t ,δ
′′
t , . . .}

,

where C ∞
pw denotes the space of piecewise-smooth func-

tions, fD denotes the regular distribution induced by
f and δt denotes the Dirac impulse with support {t}.
For a piecewise smooth distribution D= fD+∑t∈T Dt ∈
DpwC ∞ three types of “evaluation at time t” are defined:
left sided evaluation D(t−) := f (t−), right sided evalu-
ation D(t+) := f (t+) and the impulsive part D[t] := Dt
if t ∈ T and D[t] = 0 otherwise. It can be shown (see
e.g. [17]) that the space DpwC ∞ can be equipped with
a multiplication, in particular, the multiplication of a
piecewise-constant function with a piecewise-smooth
distribution is well defined and the switched DAE (1)
can be interpreted as an equation within the space of
piecewise-smooth distributions. Hence the following
solution behavior (depending on σ ) is well defined:

Bσ :=
{
(x,u) ∈ Dn+m

pwC ∞

∣∣∣ Eσ ẋ = Aσ x+Bσ u
}
,

and restrictions of x and u to intervals are well defined as
well. In this solution framework existence and unique-
ness of solutions for (1) can be established:

Proposition 2.9 ([1, Cor. 6.5.2]). Consider the switched
DAE (1) with regular matrix pairs (Ep,Ap) for all p ∈
P and assume that the piecewise constant σ is constant
on (−∞,0). Then for all inputs u∈Dm

pwC ∞ there exists a
solution x ∈Dn

pwC ∞ of (1) and each solution is uniquely
determined by x(0−) ∈ V ∗

σ(0−), where V ∗
σ(0−) denotes

the augmented consistency space of the active mode on
(−∞,0). Furthermore, for any consistent x0 ∈ V ∗

σ(0−)
there exists (x,u) ∈Bσ with x(0−) = x0.

In the following we will call (1) a regular switched
DAE if the assumptions of Proposition 2.9 are satisfied.
Note that in particular the jumps and Dirac impulses in-
duced by switches are uniquely determined in this solu-
tion framework (in contrast to other approaches, where
for example additional glueing conditions are imposed,
see e.g. [18]).

Remark 2.10. Let the feasibility space at s± of (1) be
given by

F s±
σ :=

{
x(s±) ∈ Rn ∣∣ (x,u) ∈Bσ

}
.

Clearly,
F s±

σ ⊆ V ∗
σ(s±),

but equality does not hold in general. For example if
in mode σ(s−) the mode’s equation is 0 = x and for
mode σ(s+) the DAE is an ODE, then F s+

σ = {0} but
V ∗

σ(s+) = V ∗
σ(s+) = Rn. However, if σ is constant on

(−∞,s) then F s−
σ = V ∗

σ(s−).

A side effect of the considered distributional solution
framework is the possibility to consider impulsive con-
trols, i.e. we allow for Dirac impulses in u. It is a well
known fact, that for classical ODE systems any control-
lable states can be controlled to each other in arbitrarily
short time; the following result shows that it is even pos-
sible to control two states instantaneously to each other
when allowing impulsive controls:

Lemma 2.11 (Instantaneous control). Consider the
(nonswitched) DAE (2) with corresponding controllable
space C(E,A,B). Then for all x0,x1 ∈ C(E,A,B) there exists
a (distributional) solution (x,u) of (2) with x(0−) = x0
and x(0+) = x1.

Proof. Due to linearity it suffices to show that any con-
trollable state x1 ∈C(E,A,B) is instantaneously reachable,
i.e. there exists an input u ∈ Dm

pwC ∞ such that the corre-
sponding solution x ∈ Dn

pwC ∞ satisfies x(0−) = 0 and
x(0+) = x1. Without restriction we can assume that the
DAE is already in KCD as in Proposition 2.8, hence it
remains to be shown that for any v1 ∈ Rn1 , w1 ∈ Rn2 ,
where n1 := dim〈Adiff,Bdiff〉 and n2 := dim〈E imp,Bimp〉,
we can choose u such that the solutions of

v̇ = Jv+BJu, v(0−) = 0,

Nẇ = w+BNu, w(0−) = 0,

satisfy v(0+) = v1, w(0+) = w1. First note that (see e.g.
[1])

w(0+) =−
n2−1

∑
i=0

NiBNu(i)(0+).

Due the properties of the KCD dim〈N,BN〉= n2 we can
find u0,u1, . . . ,un2−1 ∈ Rm such that

−
n2−1

∑
i=0

NiBNui = w1.
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Set u on (0,ε) (for some ε > 0) equal to the polynomial
∑

n2−1
i=0

t i

i! ui then we achieve w(0+) = w1 as required. To
construct u such that v(0+) = v1, we make the following
ansatz for the impulsive parts of u and v at t = 0:

u[0] =
n1−1

∑
i=0

ûi
δ
(i)
0 and v[0] =

n1−1

∑
i=0

vi
δ
(i)
0 .

These impulsive parts must obey the differential equa-
tion

v̇[0] = Jv[0]+BJu[0],

which can be rewritten as

v(0+) = Jv0 +BJ û0,

v0 = Jv1 +BJ û1,

...

vn1−2 = Jvn1−1 +BJ ûn1−1,

vn1−1 = 0.

Hence,

v(0+) =
n−1

∑
i=0

JiBJ ûi.

Due to the KCD, we have dim〈J,BJ〉 = n1 and we can
always achieve v(0+) = v1 by choosing u[0] accordingly
(which can be done independently from the choice of u
on the interval (0,ε)).

Remark 2.12. The proof of Lemma 2.11 also shows
that the controllable space C(E,A,B) does not change
when considering the regular DAE Eẋ = Ax+Bu within
the piecewise-smooth distributional solution frame-
work, i.e.

C(E,A,B)=

{
x0 ∈ Rn

∣∣∣∣∣ ∃T ≥ 0 ∃(x,u) DpwC ∞ -solution

of (2): x(0−)=x0 ∧ x(T+)=0

}
,

where ⊆ follows trivially for T > 0 and from
Lemma 2.11 for T = 0; while ⊇ follows from the
fact (concluded from the proof of Lemma 2.11) that
additional jumps and Dirac impulses in u can only
produce jumps within the subspaces 〈E imp,Bimp〉 and
〈Adiff,Bdiff〉, respectively. Hence the smooth control-
lable space C(E,A,B) = 〈Adiff,Bdiff〉⊕ 〈E imp,Bimp〉 is not
enlarged by allowing jumps and Dirac impulses in u.

3. Controllability of switched DAEs

3.1. Controllability definition
Definition 3.1 (Controllability). The switched DAE (1)
is called controllable if, and only if, the corresponding

solution behavior Bσ is controllable in the behavioral
sense on some interval [0,T ], i.e.

∀(x1,u1),(x2,u2) ∈Bσ ∃(x12,u12) ∈Bσ :

(x12,u12)(−∞,0) = (x1,u1)(−∞,0),

(x12,u12)(T,∞) = (x2,u2)(T,∞).

For 0 < s < t, the [s, t]-controllable space is

C
[s,t]
σ :=

{
x0 ∈ Rn

∣∣∣∣∣ ∃(x,u) ∈Bσ :

x(s−) = x0 ∧ x(t+) = 0

}
.

Remarks 3.2. (i) It is easily seen (e.g. [9, Lemma
1.2]) that controllability as above is equivalent to
zero-controllability, i.e.

∀(x,u) ∈Bσ ∃(x0,u0) ∈Bσ :
(x0,u0)(−∞,0) = (x,u)(−∞,0) ∧ (x0,u0)(T,∞) = 0.

This motivates the definition of the [s, t]-
controllable space; in particular, we have the
following controllability characterization:

F 0−
σ ⊆ C

[0,T ]
σ . (6)

Note that F 0−
σ ⊇ C

[0,T ]
σ trivially holds.

(ii) Unlike the unswitched case the [s, t]-controllable
space is usually not equal to the correspondingly
defined [s, t]-reachable space (this difference be-
tween the controllable and reachable space is a
well known property of general time-varying sys-
tems).

(iii) If a regular switched DAE (1) is considered the
controllability definition can be reformulated as
follows: For all consistent x0 there exists an in-
put u defined on some interval [0,T ] and zero on
(T,∞) such that the solution x with initial condi-
tion x(0−) = x0 satisfies x(T+) = 0.

(iv) Combining Lemma 2.11 and Remark 2.12 we can
conclude that for regular switched DAE the follow-
ing property of the controllable space holds:

C
[s,t]
σ = C

[s,t+ε]
σ ,

where ε > 0 is such that the interval (t, t + ε] does
not contain a switching time. In particular, any
distributional input controlling x0 ∈ C

[s,t]
σ towards

zero on the interval [s, t] can be replaced by a clas-
sical control input achieving the same control ac-
tion on the slightly larger interval [s, t + ε].
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The following Lemma shows that we can assume that
any control input can be chosen identically zero on [0,ε)
for sufficiently small ε without changing the control-
lable space.

Lemma 3.3. Consider the regular switched DAE (1)
and assume (x,u) ∈Bσ with x(T+) = 0 for some T >
0. Then there exists (x̂, û) ∈ Bσ with x̂(0−) = x(0−),
x̂(T+) = 0 and û[0,ε) = 0 for some ε > 0.

Proof. For simplicity we denote (E,A,B) :=(
Eσ(0+),Aσ(0+),Bσ(0+)

)
, then we have for sufficiently

small ε > 0, c.f. [1, Thm. 6.4.4]:

x(ε+) = eAdiffε
Πx(0−)+ xε

u−
n−1

∑
i=0

(E imp)iBimpu(i)(ε+),

where

xε
u :=

∫
ε+

0−
eAdiff(t−·)Bdiffu ∈ 〈Adiff,Bdiff〉

is the only part of the solution depending on the in-
put u defined on [0,ε]. As shown in Lemma 2.11 it is
possible to find û[ε] such that 0 is controlled instanta-
neously to xε

u. This implies that together with û[0,ε) = 0,
û(ε,∞) = u(ε,∞) and linearity we have for the correspond-
ing solution x̂:

x̂(ε+) = x(ε+).

Consequently, invoking uniqueness of solutions,
x̂(ε,∞) = x(ε,∞), in particular x̂(T+) = 0.

For convenience, let in the following Cp :=
C(Ep,Ap,Bp) and analogously for other matrices and
spaces indexed by the corresponding matrix pair or
triple.

We now would like to highlight the relationship be-
tween the two controllable spaces C

[s,t]
σ and Cp.

Lemma 3.4. Consider the regular switched DAE (1)
and assume that for 0 ≤ s ≤ t the switching signal
σ has no switches in the interval [s, t], in particular
p := σ(s−) = σ(s+) = σ(t−) = σ(t+). Then

C
[s,t]
σ = Cp.

Proof. First note that because of Remark 3.2(iv) it suf-
fices to consider the case s < t.

If x0 ∈ C
[s,t]
σ , then by definition there exists an in-

put u such that the corresponding solution x of the
switched DAE satisfies x(s−) = x0 and x(t+) = 0. In
particular, x0 is consistent for mode p = σ(s−) and
we can apply this input u to the non-switched DAE
Epẋ = Apx + Bpu with initial value x(s−) = x0. This

yields exactly the same solution on the interval [s, t +ε)
for sufficiently small ε > 0, in particular x(t+) = 0. In-
voking Remark 2.12 together with time-invariance of
the non-switched DAE we have x0 ∈ C(Ep,Ap,Bp) and

C
[s,t]
σ ⊆ C(Ep,Ap,Bp) is shown.
To show the converse, first observe that any smooth

input controlling a feasible x(s−) = x0 ∈ Cp towards
x(t+) = 0 can be also applied to the switched systems
with the same effect, i.e.

Cp∩F s−
σ ⊆ C

[s,t]
σ .

Hence it remains to be shown that any x0 ∈Cp can actu-
ally be achieved by the switched system, i.e. Cp ⊆F s−

σ .
By assumption, s is not a switching time, hence there ex-
ists ε > 0 such that σ is constantly p also on (s− ε,s).
We can now choose a smooth input u on (s− ε,s) such
that x((s− ε)+) = 0 is controlled to x(s−) = x0 ∈ Cp,
which shows Cp ⊆F s−

σ .

3.2. The single switch case
From a practical point of view, we have to assume that

the control action starts at a certain point in time. With-
out restriction we therefore assume, that the input u can
only be chosen by us on the interval [0,∞). This does
not exclude, that the input u is non-zero on (−∞,0), we
just can’t influence it in the past (in fact, this is already
implied by Definition 3.1).

We will now consider the simplest nontrivial
switched system where the switching signal has only
one switch at the time ts ≥ 0:

σ
{ts}(t) :=

{
0, t < ts,
1, t ≥ ts.

(7)

The controllability properties are very different for the
two cases ts = 0 and ts > 0, because if ts = 0 then the
input cannot take advantage of the controllability prop-
erties of the mode before the switch. In fact, any con-
trollable switched system with switching time ts = 0 will
also be controllable with switching time ts > 0 but not
vice versa!

Example 3.5. Consider a switched DAE (1) with
switching signal (7) and

(E0,A0,B0) =
([

1 0
0 0

]
,
[

0 0
0 1

]
,
[

0
1

])
,

(E1,A1,B1) =
([

0 0
0 1

]
,
[

1 0
0 0

]
,
[

1
0

])
.

For given input u, the solution of the switched DAE is
given by

x =
(

x1
x2

)
=

(
x0 ·1(−∞,ts)−u[ts,∞)

−u(−∞,ts)−u(ts−) ·1[ts,∞)

)
,

6



for some x0 ∈ R. If ts = 0 we cannot chose u(t−s ). If
u(0−) 6= 0 this means that x2(t) 6= 0 for all t > 0, i.e.
the switched system is not controllable. If, however,
ts > 0, then we are free to chose u(ts−) = 0 as well as
u[ts,∞) = 0, hence x[ts,∞) = 0, which shows that now the
switched system is controllable.

We are now ready to formulate our first main result:

Theorem 3.6 (Characterization of controllability: Sin-
gle switch case). Consider the regular switched DAE
(1) with switching signal (7). If ts = 0 then it holds

C
[0,t]
σ{0}

= Π
−1
1 C1∩V ∗0 (8)

for any t > 0 and (1) is controllable if, and only if

Π
−1
1 C1 ⊇ V ∗0 .

If ts > 0 then it holds for 0≤ s < ts < t

C
[s,t]
σ{ts}

=
(
C0 + e−Adiff

0 (ts−s)
Π
−1
1 C1

)
∩V ∗0 (9)

and (1) is controllable if, and only if,

C0 +Π
−1
1 C1 ⊇ V ∗0 . (10)

Proof. For ts = 0 we show (8).
“⊆”: Let x0 ∈ C

[0,t]
σ{0}
⊆ V ∗0 , i.e. there exists an input

u with (x,u) ∈ B
σ{0} and x(0−) = x0, x(t+) = 0. In

particular, for all ε ∈ (0, t) we have x(ε−) ∈ C
[ε,t]
σ{0}

=

C1, where the latter follows from Lemma 3.4. Hence
x(0+) = limε↘0 x(ε−)∈C1. Without restriction, we can
assume that u[0] = 0 and u(i)(0+) = 0 for all i ∈ N (cf.
Lemma 3.3). Then (see e.g. [1, Thm. 6.5.1])

x(0+) = Π1x(0−),

and therefore x0 = x(0−) ∈ Π
−1
1 C1, which shows

C
[0,t]
σ{0}
⊆Π

−1
1 C1∩V ∗0 .

“⊇”: Let x0 ∈ Π
−1
1 C1 ∩ V ∗0 . Because F 0−

σ{0}
= V ∗0

(c.f. Remark 2.10), there exists a solution (x,u) of
(1) with x(0−) = x0 and we may choose u equal to
zero on [0,ε) for some ε > 0. Then x(0+) = Π1x0 ∈
Π1
(
Π
−1
1 C1∩V ∗0

)
⊆ Π1Π

−1
1 C1 ⊆ C1 and consequently

(by the eAdiff
1 -invariance of C1) x(ε−) ∈ C1, hence there

exists u defined on [ε, t] such that x(t+) = 0.
For 0≤ s < ts < t we show (9).
“⊆”: From s < ts and σ(s) = 0 it follows that

C0 ⊆ C
[s,t]
σ{ts}
⊆ V ∗0

Prop.
=
2.5

V ∗0 ⊕〈E
imp
0 ,Bimp

0 〉.

From 〈E imp
0 ,Bimp

0 〉 ⊆ C0 ⊆ C
[s,t]
σ{ts}

we can conclude

C
[s,t]
σ{ts}

=
(
C

[s,t]
σ{ts}
∩V ∗0

)
⊕〈E imp

0 ,Bimp
0 〉.

Hence it suffices to show that

C
[s,t]
σ{ts}
∩V ∗0 ⊆ C0 + e−Adiff

0 (ts−s)
Π
−1
1 C1. (11)

Let x0 ∈ C
[s,t]
σ{ts}
∩V ∗0 ⊆F s−

σ{ts}
then there exists (x,u) ∈

B
σ{ts} with x(s−) = x0 and x(t+) = 0. This implies

x(t+s ) ∈ C1. Due to Lemma 3.3 (applied to the interval
[ts, t]) we can assume that the input u is zero on [ts, ts+ε)
for some ε ∈ (0, t− ts) and it follows that

x(t−s ) ∈Π
−1
1
{

x(t+s )
}
⊆Π

−1
1 C1.

Since x0 ∈ V ∗0 there exists (x̄,0) ∈B
σ{ts} with x̄(s−) =

x0. By linearity, x̂ := x− x̄ is a solution of (1) with ini-
tial value x̂(s−) = 0 and input u. In particular, x̂(t−s ) is
reachable (and hence controllable) for the unswitched
DAE E0ẋ = A0x+B0u, i.e.

x̂(t−s ) ∈ C0.

This implies (invoking [13, Lem. 3])

eAdiff
0 (ts−s)x0 = x̄(t−s ) = x(t−s )− x̂(t−s ) ∈Π

−1
1 C1 +C0.

From the eAdiff
0 -invariance of C0 we can conclude

x0 ∈ C0 + e−Adiff
0 (ts−s)

Π
−1
1 C1

and (11) is shown.
“⊇” As seen above, 〈E imp

0 ,Bimp
0 〉 ⊆ C0 ⊆ C

[s,t]
σ{ts}

and

V ∗0 = V ∗0 ⊕〈E
imp
0 ,Bimp

0 〉, hence it suffice to show(
e−Adiff

0 (ts−s)
Π
−1
1 C1 +C0

)
∩V ∗0 ⊆ C

[s,t]
σ{ts}

.

Let x0 ∈
(

e−Adiff
0 (ts−s)

Π
−1
1 C1 +C0

)
∩V ∗0 , then there ex-

ists (x̄,0) ∈B
σ{ts} with x̄(s−) = x0 (because there is no

switching on (−∞,s)). This solution satisfies

x̄(t−s ) = eAdiff
0 (ts−s)x0

∈ eAdiff
0 (ts−s)

(
e−Adiff

0 (ts−s)
Π
−1
1 C1 +C0

)
= Π

−1
1 C1 +C0

because C0 is eAdiff
0 -invariant. We can choose x1 ∈ C0

such that
x̄(t−s )+ x1 ∈Π

−1
1 C1.

7



Furthermore, we can choose an input u defined on [s, ts)
such that the corresponding solution x̂ with x̂(s−) = 0
fulfills x̂(t−s ) = x1 as controllable and reachable space
are equal for unswitched DAEs. By linearity, the solu-
tion x= x̄+ x̂ of the switched DAE with initial condition
x(s−) = x0 and input u satisfies

x(t−s ) = x̄(t−s )+ x1 ∈Π
−1
1 C1.

Choosing u on [ts, ts + ε) identically zero for some ε ∈
(0, t− ts) we get

x(t+s ) = Π1x(t−s ) ∈ C1

as well as x((ts + ε)−) = eAdiff
1 ε x(t+s ) ∈ C1. Hence we

can finally choose u on [ts+ε, t] such that x(t−) = 0 and
we have shown, that x0 ∈ C

[s,t]
σ{ts}

.
Controllability for ts = 0 and ts > 0.
By definition, c.f. (6), the switched DAE (1) with
switching signal σ{ts} is controllable if, and only if, for
some t > 0

F 0−

σ{ts}
⊆ C

[0,t]
σ{ts}

. (12)

Since σ is constant on (−∞,0) we have F 0−

σ{ts}
= V ∗0

for ts = 0 as well as ts > 0. This immediately shows the
controllability characterization (8). For ts > 0, we can
use (9) to show that (12) is equivalent to

V ∗0 ⊆ C0 + e−Adiff
0 (ts−s)

Π
−1
1 C1

and by invoking eAdiff
0 -invariance of C0 as well as V ∗0 we

arrive at the desired controllability characterization.

The proof of Theorem 3.6 utilizes the fact that the
subspace 〈E imp

0 ,Bimp
0 〉 is contained in the three sub-

spaces C
[s,t]
σ{ts}

, C0, V ∗0 and the characterization seems

independent of the actual size of 〈E imp
0 ,Bimp

0 〉 and one
may wonder whether it is possible to characterize con-
trollability independently of 〈E imp

0 ,Bimp
0 〉. Further-

more, the controllability characterization (Prop. 2.7) for
unswitched DAEs is independent of 〈E imp

0 ,Bimp
0 〉. Un-

fortunately, this observation is misleading and actually
lead to a partly wrong conclusion in [9], therefore, we
would like to discuss this question in more detail with
the following remark.

Remark 3.7. We can write (10) also as

〈Adiff
0 ,Bdiff

0 〉⊕〈E
imp
0 ,Bimp

0 〉+Π
−1
1 〈A

diff
1 ,Bdiff

1 〉

⊇ V ∗0 ⊕〈E
imp
0 ,Bimp

0 〉,

where we took into account that Π
−1
1 〈E

imp
1 ,Bimp

1 〉 =
Π
−1
1 {0}. A further, simplification can be done by “sub-

stracting” 〈E imp
0 ,Bimp

0 〉 on both sides, resulting in the
sufficient condition

〈Adiff
0 ,Bdiff

0 〉+Π
−1
1 〈A

diff
1 ,Bdiff

1 〉 ⊇ V ∗0 . (13)

A necessary condition can be obtained from (10) by
adding any complementing space of 〈E imp

0 ,Bimp
0 〉 within

W ∗
0 , resulting in the condition

W ∗
0 ⊕〈Adiff

0 ,Bdiff
0 〉+Π

−1
1 〈A

diff
1 ,Bdiff

1 〉= Rn. (14)

Despite their simple transformations the three condi-
tions (10), (13) and (14) are not equivalent, in fact only
the following holds

(13) ⇒ (10) ⇒ (14)

and we will show with the following two examples that
the converse implications are not true.

Example 3.8 ((10) 6⇒ (13)). Consider the switched
DAE (1) with switching signal (7) for ts > 0 and

(E0,A0,B0) =
([

1 0
0 0

]
,
[

0 0
0 0

]
,
[

0
1

])
,

(E1,A1,B1) =
([

1 0
0 1

]
,
[

0 0
0 0

]
,
[

1
1

])
.

Since the matrices are already in QWF, the following
can simply be read off: V ∗0 = im

[
1
0

]
, Adiff

0 = 0, Bdiff
0 = 0,

E imp
0 = 0, Bimp

0 =
[

0
1

]
, Π1 = I, Adiff

1 = 0, Bdiff
1 =

[
1
1

]
.

Hence

C0 +Π
−1
1 C1 = im

[
0
1

]
+ im

[
1
1

]
= R2,

i.e. (10) holds and the switched system is controllable.
However, (13) is not satisfied:

〈Adiff
0 ,Bdiff

0 〉+Π
−1
1 〈A

diff
1 ,Bdiff

1 〉= {0}+ im
[

1
1

]
6⊇ im

[
1
0

]
= V ∗0 .

Example 3.9 ((14) 6⇒ (10)). Consider the switched
DAE (1) with switching signal (7) for ts > 0 and

(E0,A0,B0) =
([1 0 0

0 0 0
0 0 0

]
,
[0 0 0

0 0 0
0 0 0

]
,
[

0
0
1

])
,

(E1,A1,B1) =
([1 0 0

0 1 0
0 0 1

]
,
[0 0 0

0 0 0
0 0 0

]
,
[

1
1
0

])
.

Since the matrices are already in QWF, we can easily
read of the following: V ∗0 = im

[
1
0
0

]
, W ∗

0 = im
[0 0

1 0
0 1

]
,

Adiff
0 = 0, Bdiff

0 = 0, E imp
0 = 0, Bimp

0 =
[

0
0
1

]
, Π1 = I,
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Adiff
1 = 0, Bdiff

1 =
[

1
1
0

]
. Hence

C0 +Π
−1
1 C1 = im

[
0
0
1

]
+ im

[
1
1
0

]
6⊇ im

[
1
0
0

]
+ im

[
0
0
1

]
= V ∗0 ,

i.e. the switched system is not controllable. However,
(14) is satisfied

W ∗
0 ⊕〈Adiff

0 ,Bdiff
0 〉+Π

−1
1 〈A

diff
1 ,Bdiff

1 〉

= im
[

0 0
1 0
0 1

]
+{0}+ im

[
1
1
0

]
= R3.

3.3. General switching signal
We now consider an arbitrary piecewise constant

switching signal σ which is constant on (−∞,0). With-
out restriction, we can relabel the matrices such that

σ(t) =

{
−1, t < t0,
k, t ∈ [tk, tk+1),

(15)

where 0≤ t0 < t1 < t2 < .. . are the switching times of σ .
Without restriction we can assume that t0 = 0 (if there
was no switch at t = 0 we can artificially insert a switch
to the same mode).

Our main result on controllability is the following.

Theorem 3.10. Consider the switched DAEs (1) with
switching signal (15) and corresponding consistency
projector Πk, controllable space Ck, augmented consis-
tency space V ∗k for each mode k ∈ N∪{−1}. For each
` ∈ N define the following sequence of subspaces:

C `
` := C`,

C `
k−1 := Ck−1 + e−Adiff

k−1(tk−tk−1)Π
−1
k C `

k , k = `, . . . ,2,1.

Then (1) is controllable if, and only if, there exists ` ∈N
such that

Π
−1
0 C `

0 ⊇ V ∗-1. (16)

Proof. We will first show, that for any k, ` ∈N with 0≤
k ≤ `,

C `
k ∩V ∗k = C

[tk,t`]
σ≥tk

, (17)

where

σ≥s(t) :=

{
σ(s+), t < s,
σ(t), t ≥ s;

i.e. we show that C `
k (restricted to the corresponding

augmented consistency space) equals all values at the
k-th switching time which can be controlled towards
zero on the interval [tk, t`] under the assumption that the
switching signal was constant in the past and at t = tk.

We can use the identical proof of (9) where we re-
place ts by tk, s by tk−1, C0 by Ck−1 and C1 by C

[tk,t`]
σ≥tk

to
obtain

C
[tk−1,t`]
σ≥tk−1

= (Ck−1 + e−Adiff
k−1(tk−tk−1)Π

−1
k C

[tk,t`]
σ≥tk

)∩V ∗k−1. (18)

Because t` is by definition not a switching instant of
σ≥t` we have

C
[t`,t`]
σ≥t`

Lem.
=
3.4

C` = C`∩V ∗` .

Hence, observing that for any matrix M and subspace
S ,T with imM ⊆T we have that

M−1(S ∩T ) = M−1S , (19)

we inductively obtain

C
[tk,t`]
σ≥tk

(18)
=
(
Ck + e−Adiff

k (tk+1−tk)Π−1
k+1C

[tk+1,t`]
σ≥tk+1

)
∩V ∗k

Ind.
=
(
Ck + e−Adiff

k (tk+1−tk)Π−1
k+1

(
C `

k+1∩V ∗k+1

))
∩V ∗k

(19)
= (Ck + e−Adiff

k (tk+1−tk)Π−1
k+1C

`
k+1)∩V ∗k

= C `
k ∩V ∗k ,

which shows (17).
Finally, we can use the same argument as in the “ts =

0”-case of the proof of Theorem 3.6, to conclude that

C
[0,t`]
σ =

(
Π
−1
0 C

[0,t`]
σ≥0

)
∩V ∗−1 =

(
Π
−1
0 C `

0

)
∩V ∗−1.

Hence, invoking V ∗-1 = F 0−
σ , we have shown that the

controllability characterization (6) is equivalent to (16).

The dependencies of the switching times is crucial
and in general cannot be avoided as the following ex-
ample shows.

Example 3.11 (Dependency on the switching time).
Consider the switched DAE (1) with switching signal
(15) and

(E−1,A−1,B−1) =
([

1 0
0 0

]
,
[

0 0
0 1

]
,
[

0
0

])
,

(E0,A0,B0) =
([

1 0
0 1

]
,
[

0 1
−1 0

]
,
[

0
0

])
,

(E1,A1,B1) =
([

1 0
0 1

]
,
[

0 0
0 0

]
,
[

0
1

])
= (Ek,Ak,Bk) k ≥ 2.
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For any initial state x0 = (x01,x02)
T the solution is given

by
x(t) = x01(−∞,0)+

(
cos(t)x01
−sin(t)x01

)
1[0,t1)

+

(
cos(t1)x01

−sin(t1)x01+
∫ t
t1

u(s)ds

)
1[t1,∞).

Thus the system is controllable, if, and only if, cos(t1)=
0, i.e. t1 =

π(1+2k)
2 ,k ∈ N.

This result can also be obtained by applying Theo-
rem 3.10. Using C0 = {0}, C1 = im

[
0
1

]
and Π0 = Π1 =[

1 0
0 1

]
we get

C 1
0 = {0}+

[
cos(t1) −sin(t1)
sin(t1) cos(t1)

]
im
[

0
1

]
= im

[
−sin(t1)
cos(t1)

]
.

The condition (16) requires that the augmented consis-
tency space V ∗-1 = im

[
1
0

]
of the first mode is contained

in Π
−1
0 C 1

0 = C 1
0 . This is fulfilled iff cos(t1) = 0, i.e

t1 =
π(1+2k)

2 ,k ∈ N.

Remark 3.12. For the single switch case with switch-
ing signal (7) and ts > 0 we have shown in Theorem
3.6 that controllability does not depend on the switch-
ing time ts > 0. In fact, for any switching signal given
by (15) without switch at t0 = 0 the controllability does
not depend on t1 > 0 (if the duration tk+1− tk of each
mode k ∈ N is fixed). The controllable space C

[0,t`]
σ for

any `≥ 1 is given by

C
[0,t`]
σ = C

[0,t`]
σ≥0 = C `

0 ∩V ∗0

=
(
C0 + e−Adiff

0 (t1−0)
Π
−1
1 C `

1

)
∩V ∗0 ,

which equals V ∗0 if, and only if,

C0 +Π
−1
1 C `

1 ⊇ V ∗0

because C0 and V ∗0 are eAdiff
0 -invariant. This shows in-

deed that the controllability characterization does not
depend on t1. Nevertheless, this does not mean that the
controllable spaces coincide for different t1 > 0 if the
system is not controllable.

4. Conclusion

We have presented a characterization of controllabil-
ity for switched DAEs. This is the first result for con-
trollability of switched DAEs and many important ques-
tions remain open. Duality and the connection between
observability and controllability is a topic of ongoing
research. Another question is whether the dependen-
cies on the switching times can be relaxed, resulting in

necessary or sufficient conditions for controllability. Fi-
nally, a long term goal is the construction of stabilizing
controllers taking into account the special controllabil-
ity features of switched DAEs.
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