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Controllability of switched DAEs: The single switch case

Markus G.-M. Ruppert and Stephan Trenn∗
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We study controllability of switched DAEs and formulate a definition of controllability in the behavioral sense. In order to
characterize controllability for switched DAEs we first present new characterizations of controllability of non-switched DAEs
based on the Wong-sequences. Afterwards a first result concerning the single-switch case is presented.
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1 Controllability definition

We study switched DAEs of the form

Eσẋ = Aσx+Bσu (1)

where we adopt the distributional solution framework from [5]. We make the following assumptions:

1. the switching signal σ : R→ P , P some finite or infinite index set, is piecewise constant without accumulation of jumps;

2. each matrix pair (Ep, Ap) ∈ Rn×n × Rn×n, p ∈ P , is regular, i.e. det(sEp −Ap) 6≡ 0.

Under these assumptions, we can define the distributional behavior

Bσ :=
{

(x, u) ∈ DnpwC∞ × DmpwC∞
∣∣ Eσẋ = Aσx+Bσu

}
,

where DpwC∞ denotes the space of piecewise-smooth distributions as defined in [5]. Due to the regularity assumption we have
that u is indeed an input, i.e.

∀u ∈ DmpwC∞ ∃x ∈ DnpwC∞ : (x, u) ∈ Bσ,

furthermore Bσ is a linear space, i.e. (λ1x1 + λ2x2, λ1u1 + λ2u2) ∈ Bσ for any λ1, λ2 ∈ R and (x1, u1), (x2, u2) ∈ Bσ .

Definition 1.1 (Controllability) We call (1) controllable (from t = 0 onwards) if, and only if, Bσ is controllable in the
behavioral sense, i.e.

∀(x1, u1), (x2, u2) ∈ Bσ ∃T ≥ 0 ∃(x12, u12) ∈ Bσ :

(x12, u12)(−∞,0) = (x1, u1)(−∞,0) ∧ (x12, u12)(T,∞) = (x2, u2)(T,∞)

Lemma 1.2 (Controllability to zero) The switched DAE (1) is controllable if, and only if, any feasible trajectory can be
controlled to zero, i.e.

∀(x, u) ∈ Bσ ∃T ≥ 0 ∃(x0, u0) ∈ Bσ : (x0, u0)(−∞,0) = (x, u)(−∞,0) ∧ (x0, u0)(T,∞) = (0, 0)

P r o o f. Since (x2, u2) = (0, 0) ∈ Bσ necessity is clear. For the converse let (x1, u1), (x2, u2) ∈ Bσ and choose (x0, u0) ∈
Bσ such that (x0, u0)(−∞,0) = (x1 − x2, u1 − u2)(−∞,0) and (x0, u0)(T,∞) = 0 for some T ≥ 0. Now (x12, u12) :=
(x0, u0) + (x2, u2) satisfies (x12, u12)(−∞,0) = (x1, u1)(−∞,0) and (x12, u12)(T,∞) = (x2, u2)(T,∞).

Hence in the following we can restrict our attention to the question whether it is possible to steer any past trajectory of (1)
to zero.
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2 Preliminary results for nonswitched DAEs

Consider the DAE

Eẋ = Ax+Bu (2)

with regular matrix pair (E,A). For the analysis of (2) the Wong-sequences [7] proved themselves extremely helpful:

V0
(E,A) := Rn, Vi+1

(E,A) := A−1(EVi(E,A)), W0
(E,A) := {0}, Wi+1 := E−1(AWi

(E,A)), i = 0, 1, 2, . . . (3)

Both Wong sequences are nested and consequently get stationary after finitely many steps, let

V∗(E,A) :=
⋂
i∈N
Vi(E,A) = Vi

∗

(E,A), W∗(E,A) =
⋃
i∈N
Wi

(E,A) =Wi∗

(E,A)

for some suitable i∗ ∈ N. We have the following important result
Theorem 2.1 ( [1]) Let V∗(E,A) and W∗(E,A) be the limits of the Wong sequences (3) for a regular matrix pair (E,A)

and let V and W be full column rank matrices such that imV = V∗(E,A) and imW = W∗(E,A). Then T := [V,W ] and
S := [EV,AW ]−1 are invertible matrices and transform (E,A) into the quasi-Weierstrass form (QWF)

(SET, SAT, SB) =

([
I 0
0 N

]
,

[
J 0
0 I

]
,

[
B1

B2

])
where J ∈ Rn1×n1 , 0 ≤ n1 ≤ n, is some matrix and N ∈ Rn2×n2 , n2 := n− n1, is nilpotent.

Definition 2.2 (Consistency, differential and impulse projector) With the notation of Theorem 2.1 define the consistency,
the differential and the impulse projector resp.

Π(E,A) := T

[
I 0
0 0

]
T−1, Πdiff

(E,A) := T

[
I 0
0 0

]
S, Πimp

(E,A) := T

[
0 0
0 I

]
S,

where the block matrix sizes correspond to the block sizes in the QWF. Furthermore, let

Adiff := ΠdiffA, Bdiff := ΠdiffB, Eimp := ΠimpE, Bimp := ΠimpB.

Note that the differential and impulse projectors are not idempotent and hence are not projectors in the usual sense.
The set of consistent initial values for (2)

V∗(E,A,B) := { x0 ∈ Rn | ∃ smooth solution (x, u) of (2) with x(0) = x0 }

can now be given as follows:
Lemma 2.3

V∗(E,A,B) = V∗(E,A) ⊕ im〈Eimp, Bimp〉,

where 〈M,P 〉 := [P,MP,M2P, . . .Mn−1P ] for matrices M ∈ Rn×n, P ∈ Rn×m.
The proof is omitted due to space limitations.
Remark 2.4 The space V∗(E,A,B) can itself be expressed as the limit of the first augmented Wong sequence [2]

V0
(E,A,B) = Rn, Vi+1

(E,A,B) = A−1(EVi(E,A,B) + imB), i = 0, 1, 2, . . . ,

which establishes a nice connection between the first Wong sequence and the augmented first Wong sequence. It can also be
shown [3] that the following connection holds:

W∗(E,A,B) =W∗(E,A) ⊕ im〈Adiff, Bdiff〉,

whereW∗(E,A,B) is the limit of the second augmented Wong sequence

W0
(E,A,B) = {0}, Wi+1

(E,A,B) = E−1(AWi
(E,A,B) + imB), i = 0, 1, 2, . . . .

It is a well known fact (see e.g. [2]) that controllability of (2) in the behavioral sense is equivalent to R-controllability in the
sense of [4] which in turn is equivalent to the controllability of the ODE v̇ = Jv + B1u. In fact, it is possible to characterize
controllability in terms of the original system matrices and the above projectors:
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V∗ W∗
Rn

im〈Adiff, Bdiff〉 im〈Eimp, Bimp〉

C(E,A,B) V∗(E,A,B)

Fig. 1: The relationship between the spaces V∗, W∗, im〈Adiff, Bdiff〉, im〈E imp, Bimp〉.

Lemma 2.5 Consider the DAE (2) with regular matrix pair (E,A) and the notation from Definition 2.2. The controllability
space of (2) given by C(E,A,B) := { x0 ∈ Rn | ∃ solution (x, u) ∃T ≥ 0 : x(0) = x0 ∧ x(T ) = 0 } satisfies

C(E,A,B) = V∗(E,A,B) ∩W
∗
(E,A,B) = im〈Adiff, Bdiff〉 ⊕ im〈Eimp, Bimp〉. (4)

P r o o f. Assume first the DAE (2) is in QWF, then we have that the controllability space is given by im〈J,B1〉×im〈N,B2〉.
With a simple rewriting we obtain the claim.

The different subspace relationships are illustrated in Figure 1.
We conclude the section with a generalized Kalman controllability decomposition:
Theorem 2.6 (Quasi-Weierstrass Kalman Controllability Decomposition) Consider a regular DAE (2) with corresponding

projectors as in Definition 2.2. Choose full column rank matrices T1, T2, T3, T4 as follows:

imT1 = im〈Adiff, Bdiff〉, imT1 ⊕ imT2 = V∗, imT3 = im〈Eimp, Bimp〉, imT3 ⊕ imT4 =W∗

Then T := [T1, T2, T3, T4] and S := [ET1, ET2, AT3, AT4] transform (E,A,B) into the quasi-Weierstrass Kalman control-
lability decomposition (QWKCD):

(SET, SAT, SB) =



I 0 0 0
0 I 0 0
0 0 N1 N2

0 0 0 N3

 ,

J1 J2 0 0
0 J3 0 0
0 0 I 0
0 0 0 I

 ,

BJ
0
BN
0


 , (5)

where the DAE corresponding to

(EC , AC , BC) :=

([
I 0
0 N1

]
,

[
J1 0
0 I

]
,

[
BJ
BN

])
is completely controllable, i.e. C(EC ,AC ,BC) = Rn1+n3 where ni ∈ N denotes the number of columns in Ti.

The proof is omitted due to space limitations.

3 The single switch case

Consider the switched DAE (1) with the switching signal

σ1(t) :=

{
1, t < ε,

2, t ≥ ε.

Proposition 3.1 (Sufficient condition for controllability) The switched DAE (1) with switching signal σ1 is controllable if

im〈Adiff
1 , Bdiff

1 〉+ Π−1(E2,A2)
im〈Adiff

2 , Bdiff
2 〉 ⊇ V∗(E1,A1)

. (6)

P r o o f. We have to show that for any consistent initial value x0 ∈ V∗(E1,A1,B1)
there exists an input u and a time t1 > ε

such that the corresponding solution x satisfies x(t1) = 0. Note that adding im〈Eimp
1 , Bimp

1 〉 on both sides of (6) implies
(invoking Lemmas 2.3 and 2.5)

V∗(E1,A1,B1)
⊆ C(E1,A1,B1) + Π−1(E2,A2)

im〈Adiff
2 , Bdiff

2 〉. (7)
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Denote with ϕ(·, x0, u) the (unique) distributional solution of (1) with switching signal σ1 with initial condition x(0−) = x0 ∈
V∗(E1,A1,B1)

and input u. Then ϕ(t−, x0, 0) ∈ V∗(E1,A1,B1)
for all t ∈ (0, ε). Invoking (7) we may choose x1 ∈ C(E1,A1,B1)

such that ϕ(ε−, x0, 0) − x1 ∈ Π−1(E2,A2)
im〈Adiff

2 , Bdiff
2 〉. Since x1 ∈ C(E1,A1,B1) we can choose u (specified on [0, ε)) such

that ϕ(ε−, 0, u) = −x1. Due to linearity, the solution x starting at x0 and with input u then satisfies:

x(ε−) = ϕ(ε−, x0, 0) + ϕ(ε−, 0, u) = ϕ(ε−, x0, 0)− x1 ∈ Π−1(E2,A2)
im〈Adiff

2 , Bdiff
2 〉.

Letting u(i)(ε+) = 0 for all i ∈ N we know

x(ε+) = Π(E2,A2)x(ε−) ∈ im〈Adiff
2 , Bdiff

2 〉 ⊆ C(E2,A2,B2).

Hence we can find t1 > ε and u further specified on (ε, t1) such that the solution satisfies x(t1−) = 0.

Remark 3.2 Note that im〈Eimp
2 , Bimp

2 〉 ⊆ W∗(E2,A2)
and Π−1(E2,A2)

W∗(E2,A2)
= {0}. Hence

Π−1(E2,A2)
im〈Adiff

2 , Bdiff
2 〉 = Π−1(E2,A2)

C(E2,A2,B2).

Hence (6) implies

C(E1,A1,B1) + Π−1(E2,A2)
C(E2,A2,B2) ⊇ V

∗
(E1,A1,B1)

, (8)

i.e. any consistent initial values can be written as the sum of two parts, the first part corresponds to an initial value which can
be controlled to zero before the switch and the second part corresponds to a value can be controlled to zero after the switch.
However, condition (8) is not equivalent to (6) as the following example1 shows:

E1 = [ 1 0
0 0 ] , A1 = [ 0 0

0 1 ] , B1 = [ 01 ] , E2 = [ 1 0
0 1 ] , A2 = [ 0 0

0 0 ] , B2 = [ 11 ] .

It is easily seen that

V∗(E1,A1)
= R× {0}, im〈Adiff

1 , Bdiff
1 〉 = {0}2, im〈Adiff

2 , Bdiff
2 〉 = im [ 11 ] ,Π(E2,A2) = I.

Hence condition (6) is not fulfilled as im [ 11 ] 6⊆ R× {0}. However,

C(E1,A1,B1) = {0} × R and hence C(E1,A1,B1) + im [ 11 ] = R2

and hence condition (8) is satisfied. In particular, condition (6) is not a necessary condition for controllability of the switched
system and it remains a topic of future research to investigate whether condition (8) is in fact a characterization of controlla-
bility.
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1 We thank Ferdinand Küsters for making us aware of this example

Copyright line will be provided by the publisher


